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Application of a New Selection Algorithm to the
Development of a Wide-Range Equation of State
for Refrigerant R134a’

K. B. Shubert> and J. F. Ely>*

Refrigerant R134a (1,1.1.2-tetraflluoroethane} is a leading substitute for
refrigerant R12. As such, there has heen worldwide activity to develop accurate
wide-range equations ol state for this fluid. In this study. we have developed a
new selection algorithm for determining high-accuracy equations of state in the
Helmholtz  representation. This method  combines  least-squares  regression
analysis with simulated annealing optimization. Simulated anncaling. unlike
stepwise regression, allows for the controlled acceptance of randont increases in
the objective function. Thus, this procedure produces a computationally efficient
selection algorithm which is not susceptible to the function-space local-minima
problems present in a purely stepwise regression approach. Two equations are
presented in this work and compared against experimental data and other high-
accuracy equations ol state for R134a. One equation was produced strictly by
using stepwise a regression algorithm, while the other was produced using the
simulated-annealing  selection  algorithm.  In both cases the temperature
dependence of the equations was restricted to have no terms whose exponents
were greater than five.

KEY WORDS: cquation of state: R13u; refrigerants; simulated annealing:
stepwise regression; thermodynamic propertics.

1. INTRODUCTION

Refrigerant R134a (1,1,1,2-tetrafluoroethane) is currently the leading sub-
stitute for R12 (dichlorodifluoromethane) as a working fluid in refrigera-
tion and heat-pump systems. Since the Montreal Protocol of 1987 [1],
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which dictated the gradual replacement of chlorofluorocarbons (CFCs)
with substances less detrimental to the ozone layer, extensive data collec-
tion and modeling of thermophysical properties of potential replacements
have been undertaken. The need for accurate representation of the thermo-
dynamic behavior of these new refrigerants is particularly important to
the refrigeration industry in order to optimize new equipment design using
these compounds.

From a scientific perspective, the large quantity of high-accuracy
R134a data has resulted in the compound’s being one of the best measured
fluids available and it is therefore an optimal choice for theoretical work
in equation-of-state development. We also note that R134a is a good
candidate for a reference fluid in corresponding states theory for ecthane
based refrigerants [2]. This use. however, places restrictions on the tem-
perature dependence of the equation of state.

This particular study presents two equations of state developed for
R134a from recent thermodynamic measurements. The first equation was
developed by means of a new selection algorithm which is based on
simulated-annealing optimization. This algorithm incorporates random
exchange of potential equation-of-state terms to guard against minimiza-
tion to a local optima. The second equation was developed using the more
conventional stepwise-regression algorithm of Wagner [3] and de Reuck
and Armstrong [4]. Both equations were restricted to have temperature-
dependent terms whose exponents did not exceed five (ie.. T+*). The two
equations are compared both with experimental data and with three other
published equations of state.

2. EXPERIMENTAL DATA

Since 1989, the R134a data available in the lterature have been
increasing at a rapid rate. There are extensive pressure-volume-temperature
(PVT) measurements, covering temperature—pressure ranges from 180 to
450 K and 0.1 to 70 MPa. both in single-phase regions and along the
saturation boundary (see papers cited in Refs. 5 and 6). Single-phase sound
velocity has been measured in both the vapor and the liquid regions [7, 8],
as has the isobaric heat capacity [9, 10]. Second virial coefficient data have
been derived from PVT measurements or sound velocity data [7, 11, 12],
and Magee [13] reported measurements of isochoric heat capacity in
the liquid region. More complete listings of R134a experimental data are
published elsewhere in the literature [5, 6].

Table I lists those data sets which were used in this study. The data
sets marked with an asterisk denote those sets used in developing the equa-
tions of state. Those without an asterisk were used for comparisons only.
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Table 1. Thermophysical Experimental Data Used in Fitting and
Comparing Equations of State for R134a

Pressure  Temperature Density
No. range range range
Author(s) Year pts.  (MPa) (K) (mol .dm %)
Single-Phase PVT data
Houctal. [24] 1990 429 0.75-709 180-380 6.45-15.7
Klomfar et al. [25] 1993 66 1.05 56.3 205-310 12.3-15.7
Magee [13] 1992 150 2.58-349 187 343 1.1 152
*Morrison and Ward [ 22 1991 131 0.70-5.78 279-367 8.26-127
*Tillner-Roth and Baehr [11] 1992 411 0.09-164 293453 0.02-9.94
*Tillner-Roth and Bachr [ 23] 1993 432 0.73-158 243-413 1.13-14.0
*Weber [12] 1989 69 022 533 321423 0.07 2.33
Virial data
*Goodwin and Moldover [7) 1990 15 235440
*Tillner-Roth and Baehr [23] 1992 9 293453
*Weber [12] 1989 11 323-423
Heat capacity (C,)
*Magee [13] 1992 150 187 -343
Heat capacity ()
Nakagawa et al. [9] 1990 47 0.04-30 253-523
Saitoh etal. [10] 1990 3] 1.0--3.0 276--356
Sound velocity
*Goodwin and Moldover [7] 1990 94 0.01-06 233-340
*Guedes and Zollweg [ 8] 1992 206 0.13 70 179-380

Ideal-gas heat capacities were obtained from the correlation developed by
McLinden et al. [14], based on the sound velocity data of Goodwin and
Moldover [7].

3. EQUATIONS OF STATE

In this work, the two equations of state presented are developed from
a stochastic selection algorithm (SAEOS) and from the stepwise regression
technique of Wagner [3], modified by de Reuck and Armstrong [4]
{STWEOS). These results are compared against three equations of state:
the Tillner-Roth and Baehr (TRB94) scientific formulation [6]. the Huber
and Ely (HE92) Schmidt-Wagner [15] equation [7], and the Huber and
McLinden (HM92} modified Benedict-Webb-Rubin [17] equation [18].
All of these equations are wide-ranging and are applicable in both the
liquid and the vapor regions.

As with the HE92 and TRB94, the STWEOS and SAEOS represent
the R134a thermodynamic surface in terms of the Helmholtz free energy as
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a function of dimensionless temperature and density. An advantage of the
Helmholtz formulation over the pressure formulation is that it allows
representation of other thermodynamic properties by differentiation. For
the new equations, the dimensionless molar Helmholtz free cnergy is
expressed as the sum of i1deal and residual terms:

Alp. T Al ‘
(—;;T-—)=d>“‘°"'(o, )+ (5, 1) (1)
where d=p/p.. t=T,/T. and R=0.08314471 bar-L mol "' -K ' is the
ideal gas constant. The assumed functional representation of the dimen-
sionless residual Helmholtz {ree energy is

N
®S. t)= Y a,t"d"exp( — ") (2)

n=1

where N is the total number of terms in the expression. The ideal contribu-
tion @ is calculated from the McLinden et al. heat capacity correlation
{14] and the ideal-gas law.

The equations of state determined in this work (SAEOS and
STWEOS) were developed by a weighted. linear least-squares regression
and multiproperty fit of the asterisked data sets in Table I. The critical
point used was T,=374.18 K, p.=4.9798 mol -dm "*, and P_=40.56 bar.
All temperatures are on the IPTS-90 temperature scale. Fitting was accom-
plished by minimizing the weighted sum of squares and constraining the
regression to the critical point. Additionally, the term bank of 138 terms
was restricted to temperature powers whose magnitudes were no greater
than five to force a simpler and more physically realistic regression result.
The selection methods were initiated from the normal equations, as in a
traditional linear least-squares fit.

In the stepwise-regression algorithm used to produce STWEOQS, the
terms with the highest correlation to the dependent variable are added to
the equation one at a time. The statistical significance of each term and of
the equation as a whole is measured after each permutation of the regres-
sion equation. Similarly, terms of the least significance are removed from
the equation, or term exchanges may take place. The result is a selection
algorithm which balances minimizing the sum of squares with statistical
analysis of equation significance. The minimization is considered complcte
when the sum of squares cannot be significantly improved by adding or
exchanging any terms.

The stochastic selection algorithm incorporated was adapted from the
simulated annealing method developed by Kirkpatrick etal. [19] and
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independently by Cerny [20]. Simulated annealing has strong appeal as a
Monte Carlo method of optimization due to its simple nature and its suc-
cess in such areas as network design and biology. The essence of simulated
annealing is the Metropolis algorithm [21], which describes the prob-
ability of success. P{r}, for a proposed change in energy state with the

Boltzmann distribution:
—dJdE
Pirl cexp| —— 3
{;}Le\p<kr> (3)

where 4F is the change in energy between two states, & is Boltzmann’s con-
stant, and T is the “annealing temperature,” which decreases with time in
an annealing situation. The principle of the algorithm 1s that if 4E is less
than zero, the state change is automatically accepted. Il 4F is greater than
zero, the state change is accepted with the above probability. The result of
(he algorithm is a Boltzmann distribution of the total energy of the system.
In a combinatorial optimization problem. AF is replaced by the difference
between two configurations of the objective function and 7 is replaced by
a control parameter, subject to an annealing schedule.

Table 1. SAEOS and STWEOS Terms and Coeflicients

SAEOS STWEOS

No. d, i, T k, u, i, Ju k,
1 69039853 E—1 0 | 0 8.7008031 E—~| 4] 1 0
2 —1.6405351 E4+00 1.5 1 0 —1.5873026 E4+ 0 1.5 1 0
3 —1.1941330 E=-2 1.5 2 0 — 28826680 E—-2 —1 2 0
4 1.6890082 E—-2 0 4 0 12562965 E—-2 1 3 0
5 1.74736718 E—-4 ) 7 0 1.2770479 E~3 0 6 0
6 —8.2963189 E-2 4 1 1 57580805 E-35 2 7 0
7 —1.7060781 E—1 0 1 2 —6.2671873 E-17 S 7 0
8 — 14933930 E- 1 5 1 2 —37667774 E— | 0 | I
9 70277622 E—-1 0O 2 2 —1.3389008 E—1 4 | |
10 — 1372243 E+0 | 2 2 —7.2323198 E~ | ) 2 1
11 24430200 E+ 0 35 2 2 32882140 E=2 3 2 1
12 —1.725533S E+0 45 2 2 —1.2479886 E— | 2 4 i
13 —1.4123652 E—-1 2 3 2 1.8035927 E+0 5 1 2
14 —7.5690611 E—4 3 S 2 — 1.7009306 E+ 0 45 2 2
15 12659876 E—4 0 1 2 —6.5134228 E-2 5 2 2
16 1.6002802 E—-4 3 I 2 25956210 E-2 2 3 2
17 —~3.1140163 E—1 3 i] 2 21963997 E—4 4 5 2
18 40580402 E-2 4 0 2 1.4469705 E—4 2 9 2
19 1.4007341 E—1 3 2 1 —2.3262905 E-3 3 11 2
20 20237533 E—1 } [t} 2 4.5489573 E—1 {] 2 4
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In our particular application, simulated annealing was incorporated by
presetting the number of terms in the regression equation, then allowing the
annealing process to accept or reject term exchanges as described above.
The weighted sum of squares was the objective function and different terms
in the equation of state represented different configurations. The proposed
exchange was selected at random, and the annealing schedule was
controlled by proportionally decreasing the control parameter every
100 attempted exchanges. The two resulting forms of the dimensionless
Helmholtz free energy for SAEOS and STWEOS are presented in Table II,
respectively, where «,,. i,. j,. and k, are defined in Eq. (2).

4. RESULTS

4.1. Ancillary Equations

In order to ensure accurate representation of the saturation boundary,
fitting of the saturation vapor and liquid densities and of the vapor
pressure was accomplished outside of the multiproperty regression by
correlating available saturation data to functions of temperature. These
correlations were then used to create data sets of temperature, vapor
pressure, and liquid and vapor densities, and these values were used in the
regression matrix. The forms of these saturation equations are as follows.

Saturation pressure, P,:

(P)=g(1 =0+ g+ Dt gurt govi+ g7 (4)
T

Saturated liquid density, p,, :

gl —1)"¥ gl =) + gy(1 —1)°
Pa,. =P I+ 0.65 (5)
1+ g5(1 —1)"*
Table I1I.  Coeflicients for Ancillary Saturation Equations
Property P, Eq.(4) Pa,- Eq. (5) Pag EQ. (6)
g 1.3666083 E + 1 21566052 E+0 28926695 E+1
£ 1.3070610 E + 1 —3.2735034 E—1 ~9.4576921 E+1
€ —1.1067436 E + 1 — 58559510 E~1 1.0579216 E+2
I 23146704 E+0 5.5860169 E—1 —4.0973758 E+1
gs 40365344 E+0

8o —4.6509393 E+0
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Saturated vapor density, p,.:

P, P,
/),,\,=R—T l+z,— 1) <F>

<

1 0.35 g, g g -1
x<l+<l——> <g|+‘—'+——;+‘:>>> (6)
T, T T T

The constants for these equations are given in Table II1.

4.2. Sound Velocity

Experimental sound velocity, which is typically of a very high accuracy,
is nonlinear in the equation-of-state parameters. It was included in the
regression matrix by using a previously fit equation of state to create a
series of pressure derivative data with respect to density (0P/¢p), from the
measured sound velocity data and calculated heat capacity ratio. This
lincarization procedure gave a (0P/dp), data set. which was then incor-
porated into the fitting routine. Iteration between the (2P/dp), data file
and the regression equation coefficients is done until there is good agree-
ment (convergence) between sequential (9P/dp), data files. Isobaric heat
capacity, which also has a nonlinear relationship to the equation-of-state
parameters, was not used in fitting due to its lower experimental accuracy.

4.3. Comparisons

Statistical comparisons were made between each equation of state and
cach data set using percentage deviations, I', calculated in terms of the
experimental data:

(7)

II{EOS) — II(EXP
[“=100%< ( ) ( )>

TIEXP)

where /7 represents a given property and (EOS) and (EXP) refer to equa-
tion-of-state and experimental values, respectively. The statistics calculated
from these deviations are the average absolute deviation (AAD), the
average deviation (BIAS), and the root-mean-square (RMS) deviation.
Table IV presents the statistical results found for the SAEOS and
STWEOS along with those for the three previous equations of state:
TRB94, HE92, and HM92. The first group of entries in Table IV represents
those PVT data sets which were used in the regression analysis. The second
group is composed of those data sets which are presented for comparison.
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The other two groups of data are saturation properties, compared against
correlations presented in Egs. (4)-(6), and second virial coeflicient, heat
capacity, and sound velocity statistics.

Both the STWEOS and the SAEOS have comparable fits in PVT to
any of the other equations of state, particularly with regard to data sets
[22] and [12]. TRB94 does a superb job of fitting PVT data sets [23] and
[11]. but STWEOS and, particularly, SAEOS do well compared to HE92
and HMO2. In general, SAEOS does a better job of representing PVT data
than STWEOS, especially for those data sets used in the fitting routine. In
the PVT data sets [24], [25], and [ 13]. which were used for comparisons
only, STWEOS and SAEOS have comparable statistics to TRB9%, and
overall perform equally well as the HM92 and HE92 equations. SAEOS’s
major strength is in the PVT results.

As mentioned previously, the SAEOS equation was produced using
simulated annealing, and it is evident that there were improvements over
STWEOS in the PVT fits. This did, however, give rise to sacrifices in the
representation of other properties. As a result, the equation resulting from
slepwise regression is a better overall equation, and further discussion of
comparisons will emphasize STWEOS.

With regard to the saturation pressure and vapor density, STWEOS
does comparably or better than any of the other equations. It is in the
neighborhood of the other equations in saturated liquid density—well
within the experimental uncertainty of the data. STWEOS is comparable
to HE92 and HM92 in the second virial coeflicient, and is superior to
TRB94. Isochoric heat capacity is not quite as good as the other equations,
but the predicted isobaric heat capacity is slightly better. The sound
velocity fit for STWEOS is superior to that obtained with any of the other
models.

5. CONCLUSIONS

The coeflicients resulting from two different selection algorithms for a
multiproperty fit of experimental PVT, saturation properties, sound velocity.
second virial coefficient, and isochoric heat capacity are presented. New
coefficients for the ancillary lor saturated liquid density are also presented.
Comparisons with experimental data and with three other equations of
state are also given. The two new equations are in the residual, dimension-
less Helmholtz free energy representation and have been restricted to
have temperature-dependent terms whose exponents did not exceed five
(ie., T+%). The simulated-annealing selection algorithm seems to have
potential as a regression technique, but in this particular application, its

s40 16 1.8



110

Shubert and Ely

major success was in realizing very accurate PVT fits, accompanied by a
small sacrifice in the accuracy of the derived properties. Other weighting
schemes may minimize this effect.
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